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1. Canonical DID (2 Groups 2 Periods)
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Canonical DID Model

▶ DID estimator compares the mean outcomes from period 1 to 2 between a
treatment group s (switches from untreated to treated) and a control group
n (untreated at both periods).

DID = (Ȳs,2 − Ȳs,1)︸ ︷︷ ︸
difference for treated group

− (Ȳn,2 − Ȳn,1)︸ ︷︷ ︸
difference for control group

▶ DID relies on parallel trends assumption: In the absence of treatment, both
treated and control groups would have experienced the same trend.

E[Ys,2(0)− Ys,1(0)] = E[Yn,2(0)− Yn,1(0)]
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Canonical DID - Example

DID = (Ȳs,2 − Ȳs,1)︸ ︷︷ ︸
difference for treated group

− (Ȳn,2 − Ȳn,1)︸ ︷︷ ︸
difference for control group

Treatment (NJ) Control (PA) Difference
T=2 (after) 21,03 21,15 -0,12
T=1 (before) 20,44 23,30 -2,86
Difference 0,59 (2,15) 2,74

difference-in-differences

Source: Card and Krueger (1994) in Cunningham (2021)
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Visualizing the Setting
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Canonical DID Model

▶ DID is equal to coefficient β in OLS regression:

Yit = αi + θt + βDit + ϵit

where Dit = Di ∗ [t = 2]

▶ Under parallel trends assumption, DID is unbiased for the average treatment
effect on the treated (ATT)

E[DID] = E[Ys,2(1)− Ys,2(0)]

Ys,2(0) is never observed. In potential outcome framework, We can only
observe one outcome (Ys,2(1)).
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Visualizing DID

Time
1 2

E[Y (0)|Treated]

E[Y |Treated]

E[Y |Control]

ATT

▶ The red dotted line is
counterfactual* and never
observed. DiD ”impute” it with
control group outcome.

▶ Parallel (or common) trend
assumption is very important in
DID, and by definition untestable.

*what would have happened in the
absence of a particular treatment.

9/40



Proof

Adding zero to the switching equation:

E[DID] = E[Ys,2 − Ys,1 − (Yn,2 − Yn,1)]

= E[Ys,2(1)− Ys,1(0)− (Yn,2(0)− Yn,1(0))]

= E[Ys,2(1)− Ys,1(0)− (Yn,2(0)− Yn,1(0))] + E[Ys,2(0)− Ys,2(0)]︸ ︷︷ ︸
Zero

= E[Ys,2(1)− Ys,2(0)]︸ ︷︷ ︸
ATT

+E[Ys,2(0)− Ys,1(0)]− E[Yn,2(0)− Yn,1(0)]︸ ︷︷ ︸
Parallel trend

For DID estimates to be unbiased, the second term needs to be zero.

10/40



Parallel Trend

▶ Evaluating the parallel trend assumption requires counterfactual which is
unobservable.

▶ Instead, researchers test for parallel pre-trend, estimating placebo
pre-treatment DID coefficients. If placebo coefficients are not statistically
significant, treatment and control group follow a similar trend in
pre-treatment periods.

▶ But, if they had been similar before, what guarantee they continue trending
similarly post treatment absent the treatment?
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Exogeneity of Treatment in a DID

▶ Testing for a parallel pre-trend is crucial, yet it does not guarantee a
common trend. The parallel trend assumption can be violated if the
treatment is endogenous (Cunningham, 2021).

▶ Ensuring that treatment is independent of outcome rules out the possibility
that a unit is treated due to experiencing negative shocks (Ashenfelter’s dip).
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Defending the Parallel Trends Assumption

Researchers use these approaches:

▶ Compelling graph

▶ Falsification test

▶ Placebo (parallel pre-trend) test in event study
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Compelling Graph - Defending the Parallel Trends

Source: Wolfers (2006): Did Unilateral Divorce Laws Raise Divorce Rates? A Reconciliation and New Results.
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https://www.aeaweb.org/articles?id=10.1257/aer.96.5.1802


Falsification Test - Defending the Parallel Trends

Source: Ayres and Levitt (1998): Measuring Positive Externalities From Unobservable Victim Precaution: An Empirical Analysis of LoJack.
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https://academic.oup.com/qje/article-abstract/113/1/43/1892067?redirectedFrom=fulltext


Parallel Pre-Trend Test - Defending the Parallel Trends

Source: Cassidy & Velayudhan (2023) : Government Fragmentation and Economic Growth.
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https://www.traviss-cassidy.com/uploads/1/2/7/5/127541915/splitsidn_web_9_21_23.pdf


2. DID with Variation in Treatment Timing
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Variation in Treatment Timing

▶ In the canonical DID model: 2 periods (pre and post) and 2 groups
(treatment and control)

▶ Now we focus on the recent literature on multiple periods and variation in
adoption timing: ex. provinces/districts adopted policy in different times.
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Visualizing the Setting

In 3 group case, Dit starts at different times.

Source: Goodman-Bacon (2021): Difference-in-differences with variation in treatment timing.

19/40

https://www.sciencedirect.com/science/article/abs/pii/S0304407621001445


Static Model

Two Way Fixed Effect (TWFE) Estimator:

Yit = αi + θt + β̂DDDit + ϵit

unit fixed effects time fixed effects treatment dummy

STATA code: reg outcome treatment i.state i.year, vce(cluster state)
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Dynamic TWFE Model (Event Study)

▶ TWFE event study equation:

Yit = αi + θt +
−2∑

ℓ=−K

γℓD
ℓ
it +

L∑
ℓ=0

γℓD
ℓ
it + ϵit

lags (pre-treatment) leads (post-treatment)

where Dℓ
it = 1{t−Gi = ℓ} are lags and leads dummies.

▶ Example with 3 lags and 3 leads: ℓ = −1 omitted

Yit = αi + θt + γ−3D
−3
it + γ−2D

−2
it + γ0D

0
it + γ1D

1
it + γ2D

2
it + γ3D

3
it + ϵit
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A Stylized Example of TWFE Datasets (1)

State Year Start Treat Time to Treat Lag 3 Lag 2 Lag 1 Lead 0 Lead 1 Lead 2 Lead 3
State 1 2001 2004 0 -3 1 0 0 0 0 0 0
State 1 2002 2004 0 -2 0 1 0 0 0 0 0
State 1 2003 2004 0 -1 0 0 0 0 0 0 0
State 1 2004 2004 1 0 0 0 0 1 0 0 0
State 1 2005 2004 1 1 0 0 0 0 1 0 0
State 1 2006 2004 1 2 0 0 0 0 0 1 0
State 1 2007 2004 1 3 0 0 0 0 0 0 1
State 1 2008 2004 1 4 0 0 0 0 0 0 1
State 1 2009 2004 1 5 0 0 0 0 0 0 1
State 1 2010 2004 1 6 0 0 0 0 0 0 1
State 2 2001 2005 0 -4 1 0 0 0 0 0 0
State 2 2002 2005 0 -3 1 0 0 0 0 0 0
State 2 2003 2005 0 -2 0 1 0 0 0 0 0
State 2 2004 2005 0 -1 0 0 0 0 0 0 0
State 2 2005 2005 1 0 0 0 0 1 0 0 0
State 2 2006 2005 1 1 0 0 0 0 1 0 0
State 2 2007 2005 1 2 0 0 0 0 0 1 0
State 2 2008 2005 1 3 0 0 0 0 0 0 1
State 2 2009 2005 1 4 0 0 0 0 0 0 1
State 2 2010 2005 1 5 0 0 0 0 0 0 1
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A Stylized Example of TWFE Datasets (2)

State Year Start Treat Time to Treat Lag 3 Lag 2 Lag 1 Lead 0 Lead 1 Lead 2 Lead 3
State 3 2001 . 0 . 0 0 0 0 0 0 0
State 3 2002 . 0 . 0 0 0 0 0 0 0
State 3 2003 . 0 . 0 0 0 0 0 0 0
State 3 2004 . 0 . 0 0 0 0 0 0 0
State 3 2005 . 0 . 0 0 0 0 0 0 0
State 3 2006 . 0 . 0 0 0 0 0 0 0
State 3 2007 . 0 . 0 0 0 0 0 0 0
State 3 2008 . 0 . 0 0 0 0 0 0 0
State 3 2009 . 0 . 0 0 0 0 0 0 0
State 3 2010 . 0 . 0 0 0 0 0 0 0
State 4 2001 2006 0 -5 1 0 0 0 0 0 0
State 4 2002 2006 0 -4 1 0 0 0 0 0 0
State 4 2003 2006 0 -3 1 0 0 0 0 0 0
State 4 2004 2006 0 -2 0 1 0 0 0 0 0
State 4 2005 2006 0 -1 0 0 0 0 0 0 0
State 4 2006 2006 1 0 0 0 0 1 0 0 0
State 4 2007 2006 1 1 0 0 0 0 1 0 0
State 4 2008 2006 1 2 0 0 0 0 0 1 0
State 4 2009 2006 1 3 0 0 0 0 0 0 1
State 4 2010 2006 1 4 0 0 0 0 0 0 1
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Understanding TWFE Plot

reg outcome lag3 lag2 lead0 lead1 lead2 lead3 i.state i.year, vce(cluster state)

Yit = αi + θt + γ−3D
−3
it + γ−2D

−2
it + γ0D

0
it + γ1D

1
it + γ2D

2
it + γ3D

3
it + ϵit
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TWFE Difference-in-Differences

Two Way Fixed Effect (TWFE) Estimator:

Yit = αi + θt + β̂DDDit + ϵit

unit fixed effects time fixed effects treatment dummy

What is β̂DD in different treatment timing setting?

Hint: Goodman-Bacon (2021) & others have the answer.
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Decomposition

For 3 groups case:
Yit = αi + θt + β̂DDDit + ϵit

βDD = skU β̂2x2
kU + sℓU β̂2x2

ℓU + skkℓ β̂
2x2,k
kℓ + skkℓ β̂

2x2,ℓ
kℓ

”Forbidden comparison”
Source: Goodman-Bacon (2021): Difference-in-differences with variation in treatment timing.
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https://www.sciencedirect.com/science/article/abs/pii/S0304407621001445


Issues with Dynamic TWFE

Sun and Abraham (2021)

Yit = αi + θt +
−2∑

ℓ=−K

γℓD
ℓ
it +

L∑
ℓ=0

γℓD
ℓ
it + ϵit

where Dk
it = 1{t−Gi = ℓ} are lags and leads dummies.

▶ Like in static setting, γℓ may contains negative result in the presence of
heterogeneous treatment effects.

▶ The coefficient on a lag and lead may be contaminated by effects from other
periods in the presence of heterogeneous treatment effects.
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https://www.sciencedirect.com/science/article/abs/pii/S030440762030378X


Problem and Solution

▶ Negative result: DID Estimates with variation in timing are biased in the
presence of heterogeneous treatment effect, e.i. when treatment effects vary
over time.

▶ Negative results come from forbidden comparison: late vs early.

▶ In event study: Contamination effect from other leads and lags.

▶ New estimators aim to avoid ”forbidden comparisons” by employing
selective control groups, such as those that were never treated, not yet
treated, or last treated.

▶ New estimators: Perform better under heterogeneous treatment effects.
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3. Recent Development of DID

29/40



New Estimators

▶ Several new estimators have been proposed to address the negative
weight/forbidden comparison issue.

▶ A common characteristic among these estimators is their reliance on a
”clean comparison” approach (group that were never treated, not yet
treated, or last treated).
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Callaway and Sant’Anna (2021) Estimator

▶ Needs to choose comparison groups either never treated or not-yet treated.

▶ Parameter of interest: ATT in period t for units first treated at period g

ATT (g, t) = E[Yt(g)− Yt(0)|G = g]

▶ Group-time average treatment effects, based on a ”never treated”

ATT (g, t) = E[Yt − Yg−1|G = g]− E[Yt − Yg−1(0)|C = 1]

where C = 1 is never-treated units

▶ Group-time average treatment effects, based on a ”not-yet treated”

ATT (g, t) = E[Yt − Yg−1|G = g]− E[Yt − Yg−1(0)|Dt = 0, G ̸= g]
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https://www.sciencedirect.com/science/article/abs/pii/S0304407620303948


Chaisemartin & D’Haultfuille (2022) Estimator

▶ Uses comparison groups not-yet treated.

DIDg,l = Yg,Fg+l − Yg,Fg−1 −
∑

g′:Dg′,1=0,Fg′>Fg+l

Ng′,Fg+l

Nu
Fg+l

(Yg′,Fg+l − Yg′,Fg−1)

▶ Aggregated into each lead

DID+,l =
∑

g:Dg,1=0,Fg≤Tu−l

βFg+lNg,Fg+l

N1
l

DIDg,l
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https://www.nber.org/papers/w29873


4. STATA Simulation
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Replication Project

▶ Goal: Replicate 3 graphs from Figure 3 in Chaisemartin & D’Haultfœuille
(2023): ”Two-way fixed effects and differences-in-differences with
heterogeneous treatment effects: a survey.”

▶ Data source: Initially sourced from Wolfers (2006): ”Did Unilateral
Divorce Laws Raise Divorce Rates? A Reconciliation and New Results.”

▶ Approach: We will proceed step-by-step, conducting estimations using
TWFE, CS, and dCDH estimators.
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https://academic.oup.com/ectj/article-abstract/26/3/C1/6604378
https://academic.oup.com/ectj/article-abstract/26/3/C1/6604378
https://www.aeaweb.org/articles?id=10.1257/aer.96.5.1802


Replication Project

Year Prior 1969 1970 1971 1972 1973 1974 1975 1976 1977 1985 After Total
# States treated 2 1 2 6 3 10 2 2 1 1 1 20 51

▶ Period:1956-1998 (43 years)

▶ Total states 51: 2 always treated (dropped) and 20 never treated (treated
later in 2000). 29 states were treated within the time window (see detail in
the table).

▶ List to do:
▶ Run do file step by step!
▶ Attempt manual calculation of ATT(g,t) described by CS(2021) to gain

deeper insight into the underlying processes!
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Graphs to be Replicated

Source: Chaisemartin & D’Haultfœuille (2023): ”Two-way fixed effects and differences-in-differences with heterogeneous treatment effects: a survey.”
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https://academic.oup.com/ectj/article-abstract/26/3/C1/6604378


Treatment Map
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STATA Simulation: Replication Results
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Conclusion

▶ While many scholars are aware of TWFE’s limitations, it remains commonly
used.

▶ Mastering every estimator is overwhelming, but our replication reveals their
close alignment.

▶ Many authors presented results new estimator(s) as a robustness check.

▶ In general, concerns related to Two-Way Fixed Effects (TWFE) tend to
diminish when the dataset includes a substantial number of units that have
never received treatment.
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THANK YOU!
For comments, feedback, or inquiries, please email me at: muchrosidi@gmail.com or

much.rosidi@uky.edu.
Visit my website: muchrosidi.com
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